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The rate constants of back-electron-transfer (BET) reaction within geminate ion pairs generated upon static
ET quenching of cyano-substituted anthracenes by aromatic amines and methoxy-substituted benzenes (MSB)
at high concentration in acetonitrile have been measured directly using ultrafast multiplex transient grating
spectroscopy. The free energy of BET,∆GBET, was varied between-3.0 and-0.6 eV, a range corresponding,
in principle, to the inverted, barrierless, and normal regimes. When plotted vs∆GBET, the measured rate
constants,kBET, exhibit a large scattering. Good fits of the semiclassical expression for nonadiabatic ET are
obtained if the rate constants are sorted according to the electron donor. The resulting electronic coupling
matrix elementsV are larger and the solvent reorganization energies smaller than those reported for BET
within solvent-separated ion pairs, suggesting that BET takes place between ions in contact. However, in the
low exergonicity region, the observed BET rate constants are slower than those reported for contact ion pairs
formed by charge-transfer excitation. The dynamics of BET within radical pairs generated upon ET quenching
of theN-methylacridinium cation has also been investigated, and the role of the electrostatic interaction within
geminate ion pairs is discussed.

Introduction

Over the past 2 decades, there have been numerous reports
of the observation of the Marcus inverted region for electron-
transfer (ET) reactions.1-21 In most cases, the process was either
a charge recombination (CR) or a charge shift (CS). There are
only a very few cases where this effect has been observed in
the primary photoinduced ET.22

When CR within geminate ion pairs (GIPs) is discussed, two
types of intermediates have to be distinguished: contact ion
pairs (CIPs) and solvent-separated or loose ion pairs
(SSIPs).12,23-25 CIPs are generally formed by excitation in the
charge-transfer (CT) band of the ground-state complex. They
can also be generated upon diffusional ET quenching, when
the free energy of this process is small (∆GET > ∼ -0.4 eV).26,27

On the other hand, SSIPs can be formed upon separation of
the CIP or upon diffusional ET quenching, when the free energy
of this process is sufficiently exergonic (∆GET < ∼ -0.4 eV).26

In this case, contact is not a prerequisite for ET. The quencher
concentration must be sufficiently low to ensure that the
quenching is really diffusional and not static.

The free-energy dependence of CR in SSIPs can be apparently
well discussed within the framework of the semiclassical Marcus
theory of nonadiabatic ET. In most cases however, the rate
constant of back ET (BET) within SSIPs has been determined
indirectly from the measured free-ion yield,Φion, and by
assuming that the rate constant of separation of the GIP into
free ions was the same for a series of acceptor/donor (A/D)
pairs of similar size.5-7,11-13,17,20,28Direct measurements of the
free-energy dependence of BET within SSIPs have been per-
formed by Mataga et al.8 In the barrierless region however, BET
was too fast to be determined with a reasonably low quencher
concentration and only lower limit values could be deduced.8

The free-energy dependence of BET within CIPs is apparently
different from that in SSIPs. Direct measurements performed
by several groups have shown that the decrease of the BET
rate constant with increasing exergonicity is substantially weaker
than that predicted by the Marcus theory for the inverted
region.24,27,29-31 Moreover, the normal region is absent; that is,
the BET rate constant increases monotonically with decreasing
free energy. Several hypotheses have been proposed to explain
this discrepancy.30-32

We present here a study of the free-energy dependence of
the rate constant of BET within GIPs, which are formed by ET
quenching of excited acceptors by donor molecules present at
high concentration, 1 M, in acetonitrile (ACN). In this case,
ET quenching is no longer diffusional, each excited acceptor
having a high probability to be in contact with a donor molecule.
Consequently, the resulting GIP can be expected to be a CIP
rather than a SSIP.

The electron acceptors (A) were cyano-substituted anthracenes
(see Chart 1 and Table 1), whereas the donors (D) were either
methoxy-substituted benzenes (MSB) or aromatic monoamines
(AMA) and diamines (see Chart 2 and Table 2). With these
A/D pairs, the free energy of BET,∆GBET, could be varied from
-3.0 to about-0.6 eV. The rate constants of BET,kBET, were
determined directly by monitoring the decay of the GIP popu-
lation using ultrafast multiplex transient grating (TG) spectros-
copy. This technique was preferred to the more conventional
transient absorption spectroscopy for its superior sensitivity.33

To have a sufficiently large set of data, the CR dynamics of
GIPs with other electron acceptors (see Chart 1) has also been
measured.

An investigation of CS within geminate radical pairs (GRP)
generated by ET quenching of theN-methylacridinium cation
(see Chart 1) by various donors is also presented. The role of
electrostatic interaction will be studied by comparing the free-
energy dependence of CS in GRPs and that of CR in GIPs.
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Experimental Section

Apparatus. The multiplex TG setup is shown in Figure 1.
The laser pulses were produced at 1 kHz by a Ti:sapphire
regenerative amplifier (1; Spectra-Physics, Spitfire LCX),
pumped by a Nd:YLF laser (2; Spectra-Physics, Merlin LCX),
and seeded by the output of a Ti:sapphire oscillator (3; Spectra-
Physics, Tsunami), itself pumped by a Nd:YVO4 laser (4;
Spectra-Physics, Millenia). The pulses produced by this system
had 120 fs duration fwhm and an energy of about 250µJ be-
tween 780 and 840 nm. This output was then frequency doubled
in a 0.5 mm thick BBO crystal (5). The blue pulses, the pump
pulses, were then split into two equal parts, Pu1 and Pu2, which
were sent along adjustable optical delay lines (6) before being
focused by a 500 mm achromatic lens (7). These pulses were
crossed with an angle of 1.2° on the sample (8), located 50
mm in front of the focal point. About 10% of the unconverted

beam was then sent along an optical delay line, consisting of a
computer-controlled motorized translation stage (9; Physik
Instrument), before being focused in a 10 mm quartz cell filled
with a 70:30 (v/v) D2O/H2O mixture for supercontinuum genera-
tion (10). The white light pulses, Pr, were recollimated and then
focused on the sample to a spot of about 0.5 mm radius by the
500 mm achromatic lens (7). The angle of incidence of the probe
pulse on the sample was 0.8°. The two pump pulses and the
probe pulse were arranged in a box configuration as shown at
the bottom of Figure 1. The polarization of the three incoming
beams could be controlled by combinations of a Glan-Taylor
polarizer and a half-waveplate. The polarization of the pump
pulses was oriented at magic angle relative to that of the probe
pulse. The diffracted signal, S, was passed through a cutoff filter
(Schott CG 430) to eliminate the scattered pump light and was
then focused with a combination of spherical and cylindrical
lenses on the entrance slit of a1/4 m imaging spectrograph (11;
Oriel Multispec 257) equipped with a 300 groove/mm grating.
As the detector, a 1024× 256 air-cooled charge-coupled device
camera (12; Oriel Instaspec IV) was used. At each position of

CHART 1: Electron Acceptors

TABLE 1: Excited State Energy, E(S1), Reduction Potential,
Ered, and Central Pump Wavelength,λpump, of the Electron
Acceptors

acceptor E(S1) (eV) Ered (V vs SCE) λpump(nm)

CA 2.96a -1.39a 403
DCA 2.88a -0.98a 400
TrCA 2.89b -0.70b 402
TCA 2.82c -0.45c 404
MAC 2.77c -0.46c 410
DMeA 3.08d -1.98e 400
Pe 2.83d -1.66e 408
CNP 3.42a -1.88a 355

a Reference 34.b Reference 11.c Reference 35.d Reference 36.
e Reference 37.

CHART 2: Electron Donors

TABLE 2: Oxidation Potential, Eox, Adiabatic Ionization
Potential, aIP, and the Difference between the Vertical and
Adiabatic Ionization Potentials, ∆IP, of the Electron Donors

donor
Eox

(V vs SCE)a
aIP
(eV)

∆IP
(eV)

ANI 1.76 7.10b 0.35b

VER 1.45 7.80b 0.37b

DMB 1.34 7.53b 0.43b

TMB 1.12 7.33b 0.52b

ANL 0.98 7.65c 0.45c

NMA 0.78 7.35c 0.33c

DMA 0.70 7.10c 0.32c

DEA 0.69 6.95c 0.25c

TMPD 0.20 6.20d 0.55d

a Reference 38.b Reference 39.c Reference 40.d Reference 36.

Figure 1. Experimental setup for multiplex TG spectroscopy (top)
and beam geometry (bottom; see text for the description of the
components).
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the delay line, the TG spectrum was averaged over 1000 shots.
For each measurement, the delay line was scanned 10 times.
Each measurement was performed three times. The TG spectra
were obtained by first subtracting the background spectrum,
which was measured by altering the path length of one of the
pump pulse to suppress the time coincidence. The ensuing
spectra were then corrected through division by the white light
pulse spectrum. All TG spectra have been corrected for the chirp
of the white light pulses. The latter was determined by
monitoring the time dependence of the TG spectrum measured
with pure solvent. In this case, the diffracted intensity is due to
a phase grating generated by the optical Kerr effect (OKE).
Figure 2 shows contour plots of the TG intensity measured with
ACN before and after chirp correction.

A detailed description of the TG setup used for excitation at
355 nm can be found in ref 41.

The free-ion yields were determined using photoconductiv-
ity.42 The photocurrent cell has been described in detail
elsewhere.43 The system benzophenone with 0.02 M 1,2-
diazabicyclo[2.2.2]octane (DABCO) in ACN, which has a free-
ion yield of unity, was used as a standard.44

Samples.9-Cyanoanthracene (CA), 9,10-dicyanoanthracene
(DCA; Kodak), 9,10-dimethylanthracene (DMeA), perylene
(Pe), and 9-cyanophenanthrene (CNP) were recrystallized.
2,9,10-Tricyanoanthracene (TrCA), 2,6,9,10-tetracyanoanthracene
(TCA), and N-methylacridinium perchlorate (MAC) were
synthesized according to the literature.45,46 The MSBs anisole
(ANI), veratrole (VER), and 1,2,4-trimethoxybenzene (TMB)
were distilled, whereas 1,4-dimethoxybenzene (DMB) was
recrystallized. The AMAs aniline (ANL),N-methylaniline
(NMA), N,N-dimethylaniline (DMA), andN,N-diethylaniline
(DEA) were freshly vacuum distilled on CaH2, whereas the
diamineN,N,N′,N′-tetramethyl-1,4-phenylenediamine (TMPD)
was sublimed. ACN (UV grade) was used as received. Unless
specified, all compounds were from Fluka. The absorbance of
the sample solutions at the central excitation wavelength (see
Table 1) was around 0.2 over 1 mm, the sample thickness,
whereas the donor concentration was 1 M. During the experi-
ment, the sample solutions were continuously stirred by N2

bubbling. No sample degradation was observed after the
measurements. All experiments were performed at 20( 1 °C.

Results

Figure 3A shows the chirp-corrected TG spectrum measured
with a solution of DCA/DEA in ACN, 1 ps after excitation at
400 nm, whereas Figure 3B shows the time dependence of the
square root of the TG intensity at 712 nm. These plots
correspond to slices along both the wavelength and time axes
in a contour plot similar to that shown in Figure 2B. The nature
of a TG spectrum has been examined in detail elsewhere and
will only be discussed briefly here.33,47 According to the
Kogelnik coupled wave theory, the relationship between the TG
intensity, also called the diffracted intensity,Idif, and the
photoinduced optical changes can be described as follows:48

where∆n and∆A are the photoinduced variations of refractive
index and absorbance, respectively. In the present case,∆A is
proportional to the concentration of the transient species
involved in the photoinduced process. On the other hand,∆n
contains two contributions: a resonant one,∆nr, proportional
to the transient population and connected to∆A through the
Kramers-Kronig relationship, and a nonresonant one,∆nnr,
which is due to the OKE.49,50The OKE arises mainly from the
solvent and from D, the concentration of A being too small
([A] ≈ 10-4 M) to affect ∆nnr significantly. This contribution
can be isolated by measuring the diffracted intensity with a 1
M solution of D in ACN. The dotted curve in Figure 3B is the
time dependence of the square root of the TG intensity, i.e., of
∆nnr, at 712 nm with a 1 Msolution of DEA in ACN. The
initial spike is due to the electronic OKE, and its time profile
corresponds to the third-order correlation of the laser pulses.
Thus, at a time delay larger than about 300 fs, its contribution
to the signal is zero. The very small remaining intensity arises

Figure 2. Contour plots of the TG intensity measured upon irradiation
of ACN with pulses at 400 nm before (A) and after (B) chirp correction.

Figure 3. (A) TG spectrum measured with a solution of DCA/DEA
in ACN 1 ps after excitation at 400 nm and (B) time profile of the
square root of the diffracted intensity at 712 nm measured with the
same sample (empty circles), best single-exponential fit (continuous
line), and square root of the diffracted intensity due to the nonresonant
response of the sample, measured with a 1 Msolution of DEA in ACN
(dotted line).

Idif ∝ (∆nr + ∆nnr)
2 + ∆A2 (1)
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from nuclear OKE, and its time dependence reflects the
orientational dynamics of the DEA/ACN mixture.

At wavelengths corresponding to absorption maxima, i.e., at
646 and 712 nm for DCA/DEA,∆nr is essentially equal to zero
andIdif ∝ ∆nnr

2 + ∆A2. The time dependence of∆A, and hence
of the transient population, can be isolated by subtracting the
TG intensity measured with D alone in ACN from the TG
intensity measured with the solution of A and D. However,
Figure 3B shows that after about 300 fs∆A >> ∆nnr, and thus
this subtraction is only necessary for transients with a decay
time shorter than 2 ps. For longer-lived transients, the time
dependence of the diffracted intensity is essentially independent
of the wavelength, indicating that this subtraction is not required.
After a few hundred femtoseconds, the square root of the
diffracted intensity reflects the time dependence of the transient
population and the TG spectrum is very similar to a transient
absorption spectrum.

Coming back to Figure 3A, we see that the TG spectrum
corresponds to DCA•-, which is formed upon ET quenching of
1DCA* by DEA. The radical cation DEA•+ is not observed,
because it absorbs only weakly below 500 nm.51 With the donor
concentration used, the ET quenching is so fast that the 620
nm band of1DCA* cannot be observed. The relative intensities
of the TG bands are somewhat different from those reported in
ref 27. For the measurements presented here, the crossing angle
of the two pump pulses was larger and the spectral bandwidth
of the grating was substantially smaller, amounting to about
200 nm. This might somewhat influence the relative intensities
of the TG bands. This effect has, however, no incidence at all
on the time dependence of the TG intensity. In principle, this
problem could be alleviated by dividing the uncorrected TG
spectrum by that due to OKE in pure solvent and not by the
spectrum of the white light pulses. The time dependence of the
square root of the diffracted intensity shown in Figure 3B cor-
responds to the geminate CR of DCA•- with DEA•+. This time
profile can be fitted very well with a monoexponential function
decaying to zero with a rate constant ofkGIP. The deactivation
pathways of a GIP are BET and separation into free ions. This
last channel is not operative for the DCA/DEA pair, because
the TG intensity decays exponentially to zero. If free ions were
formed, the TG intensity would decrease to a constant positive
value, whose magnitude would reflect the free-ion concentration.
For DCA/DEA, a free-ion yield of only 1% has been reported,7

in agreement with the GIP dynamics measured here. Conse-
quently, for this A/D pair, the rate constant of BET,kBET, is
basically identical tokGIP and amounts to 2.5× 1011 s-1.

TG spectra similar to that shown in Figure 3A have been
measured with all of the other donors used, with the exception
of TMPD, for which a TG band, centered around 625 nm and
ascribed to TMPD•+,51 was observed. In all cases, the square
root of the TG intensity decayed monoexponentially to a value
very close to zero, which is in agreement with the small free-
ion yields reported in ref 7 The measured rate constants,kBET,
are listed in Table 3.

TG spectra obtained with the other acceptorssCA, TrCA,
TCA, and MACsare shown in Figure 4. All bands can be
ascribed to the reduced acceptor,29,51,52and similar spectra have
been obtained with all donors, except with TMPD. The TG
spectra with DMeA, Pe, and CNP also contain bands from the
radical anion and/or from TMPD•+. Apart from a few excep-
tions, the time profile of the TG intensity could be fitted well
with a monoexponential function decaying to zero. These
exceptions were some GIPs formed by ET quenching of1CA*
and 1CNP*. In these cases, the TG intensity decreased expo-

nentially to a positive value, which remained constant in the
time window of the experiment. This residual intensity can be
assigned to free ions, because for these A/D pairsΦion values
larger than 3% have been measured (see Tables 3 and 4). For
these pairs,ksep, the rate constant of separation into free ions,
andkBET were calculated using the following equation:

Discussion

Nature of the GIP. CT absorption bands were only observed
with pairs containing strong A and D. The maxima of the CT
bands are listed in Table 5. This table shows that excitation
around 400 nm leads predominantly to the formation of the
locally excited acceptor,1A*. Apart from a few exceptions, this
state was not observed. This is certainly due to a very fast ET
quenching, favored by the high donor concentration used. ET
quenching taking place in less than 100 fs has been observed
with acceptor molecules dissolved in electron-donating
solvents.53-55 In the present study, the TG bands of1A* are
probably hidden by the nonresonant response of the solvent.

The free energy of ET quenching was calculated with the
following equation:56

where Eox(D) and Ered(A) are the oxidation and reduction
potentials of D and A, respectively, andE(S1) is the energy of
the excited precursor. At this stage of the discussion, the
correction termC is neglected.

From the above equation and with the data listed in Tables
1 and 2, it appears that∆GET is always more negative than
-0.5 eV. Therefore, the reactions studied here should, in
principle, involve only SSIPs.26 However, with a donor con-

TABLE 3: Kinetic Parameters of the GIPsa

A

D CA DCA TrCA TCA MAC

ANI 1.52 4.76 4.34
4
0.06

VER 3.2 13.7 37.7 50
4
0.13

DMB 7.14 24.4 71.4 80
TMB 1.02 22.2 55.5 125 83

6
0.06

ANL 2.79 34.5 54.0 130 75.7
5
0.15

NMA 2.88 40.8 50.0 111 87.0
5
0.15

DMA 1.70 33.3 50.0 86.9 90.9
8
0.15

DEA 1.13 25 47.6 47.6 86.0
10
0.12

TMPD 111 55.5 52.6 54.0 36.4

a The values at the intersection of an A row with a D column
correspond tokBET (in 1010 s-1), Φion (%), andksep (in 1010 s-1) in the
first, second, and third positions, respectively, measured with this A/D
pair. For pairs with a single value,Φion was smaller or equal to 3%;
thus, the listed value corresponds tokBET (error onkBET ) (5%).

Φion )
ksep

kGIP
)

ksep

ksep+ kBET
(2)

∆GET ) Eox(D) - Ered(A) - E(S1) (3)
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centration of 1 M, the quenching is no longer diffusional, and
the ensuing ions must not be solvent-separated but rather in
contact. The use of eq 2 to extractksep andkBET from kGIP for
A/D pairs with a substantial free-ion yield (Φion > 3%) is only
correct if CR within the SSIP is negligible. According to direct
investigations of CIP dynamics, the involvement of SSIPs in
CR is characterized by a biexponential decay of the IP
population, with the faster decay corresponding to the CIP and
the slower one to the SSIP.57-59 Because the decay of the GIP
population measured here was monoexponential, the assumption

of negligible CR in SSIP seems reasonable. In principle, a
monoexponential decay of the GIP population could also be
interpreted as a fast conversion of CIP into SSIPs followed by
CR in the SSIP. However, from an investigation of the
deuterium effect on the dynamics of CIPs composed of DCA
and weak donors, it could be shown that the free-ion yield was
essentially determined by the competition, within the CIP,
between CR and separation into free ions and that the role of
SSIPs was negligible.60

On the other hand, GIPs with a smaller free-ion yield (Φion

< 3%) decay predominantly by ultrafast CR, and thuskGIP ≈
kBET. Because CR is much faster than diffusion, the BET
distance must be essentially the same as the ET quenching
distance. Consequently, the CR processes investigated here must
take place at a contact distance.

kBET Values Sorted According to A. A plot of the kBET

values listed in Tables 3 and 4 as a function of the free energy
of BET, calculated as∆GBET ) Ered(A) - Eox(D), shows a large
scattering of the data. Apparently much better correlations are
obtained if thekBET values are sorted according to the electron
acceptor, with the exception of the A/TMPD pairs. These corre-
lations can be fitted with parabolas, as predicted by the purely
classical Marcus theory.61 However, the theoretical parameters
obtained from a fit of the classical Marcus expression change
substantially from one acceptor to another in a way that is very
difficult to account for. Moreover, reasonable fits are only possi-
ble if the kBET values measured with the A/TMPD pairs are
omitted, and there is no reasonable explanation to justify this.

kBET Values Sorted According to D. Figure 5 shows the
measuredkBET values sorted according to the electron donor.
The continuous lines are the best fits of the following semiclas-
sical expression for nonadiabatic ET:61,62

Figure 4. TG spectra measured with different A/D pairs in ACN at
various time delays after excitation.

TABLE 4: Kinetic Parameters of GIPs Containing Pe,
DMeA, and CNP

A/D
kBET

(ns-1)
Φion

(%)
ksep

(ns-1)

CNP/TMB 0.67 26 0.24
CNP/DMA 0.42 46 0.35
CNP/DEA 0.30 50 0.30
DMeA/TMPD 112 ≈0
Pe/TMPD 400 ≈0

TABLE 5: Maxima of the CT Band, λCT, Observed with
Various A/D Pairs

A/D
λCT

(nm) A/D
λCT

(nm) A/D
λCT

(nm)

CA/TMPD 450 TrCA/TMPD 650 TCA/DMA 572
DCA/DMA 470 TCA/TMB 500 TCA/DEA 602
DCA/TMPD 560 TCA/ANL 500 TCA/TMPD 764
TrCA/DMA 509 TCA/NMA 546

Figure 5. (A)-(E) Rate constants of BET sorted according to the donor
and best fits of eq 4. (F) Comparison of the calculated curves. The
numbers in the legends refer to the parameters listed in Table 7.

kBET )

2π

p
V2(4πλskBT)-1/2∑

n)0

∞ Sn

n!
exp(-S) exp[∆GBET + nhν + λs

4λskBT ]
(4)
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whereV is a matrix element describing the electronic coupling
between the initial and final states,λs is the reorganization
energy associated with solvent modes and other low-frequency
intramolecular modes,ν is the average frequency of the modes
coupled to ET, andS is the Huang-Rhys factor, which can be
considered as the average number of vibrational quanta excited
in the final state:

with λV being the reorganization energy associated with high-
frequency intramolecular modes.

For the fit,hν was fixed at 0.186 eV, which corresponds to
a vibrational frequency of 1500 cm-1.

The rate constants for pairs containing MSB donors correlate
very well with ∆GBET and decrease markedly with increasing
exergonicity (see Figure 5A). The resulting parameters of the
fit of eq 4 are listed in Table 6. Despite a rather large free-
energy range, the curvature of the free-energy dependence is
not pronounced enough to allow a univocal set of parameters
to be extracted. Table 6 shows other sets of parameters obtained
by fixing the value ofλs during the fitting procedure (see also
Figure 5A). A value ofλs higher than 1.2 eV results in a curve
that clearly does not fit the experimental data.

Although the MSBs seem to behave similarly, the situation
is substantially different with the AMAs and TMPD. Figure 5
shows that the BET rate constants in GIPs containing ANL,
NMA, DMA, DEA, and TMPD exhibit clearly a different free-
energy dependence. To have enough data to perform a fit of eq
4, thekBET values measured in GIPs with Pe, CNP, and DMeA
as electron acceptors are also reported. Although the AMAs
are structurally similar,kBET decreases continuously with
increasing substitution on the nitrogen atom, independently of
the acceptor, i.e., independently of the free-energy domain where
CR takes place. The parameters obtained from the best fit of
eq 4 to the BET rate constants measured in the A/DMA, A/DEA,
and A/TMPD pairs are listed in Table 6, and the corresponding
fits are shown in Figure 5. For the A/TMPD pairs, the curvature
of the free-energy dependence is too weak to allow a reliable
determination of the theoretical parameters. However, the rate
constants measured with the A/TMPD pairs present apparently
the same∆GBET dependence as those found with the A/MSB
pairs (see Figure 5E). Grouping the data measured with these
two sets of GIPs allows a better fit of eq 4. The resulting
parameters are now more consistent with those obtained with
the A/DMA and A/DEA pairs. From these fits, it appears that
the solvent reorganization energy is almost constant. Because

the number of experimental points for the A/NMA and A/ANL
pairs is small, theλs value was fixed to 0.90 eV during the
fitting procedure, and onlyV andS were allowed to vary.

According to the best-fit parameters listed in Table 6, both
V and λV vary substantially with the nature of the donor. For
the AMAs, the decrease ofV by an increasing substitution on
the nitrogen atom is accompanied by a parallel increase ofλV.
It is reasonable to assume that the contribution of the acceptor
to λV must be about the same for all cyanoanthracenes. In
principle, the magnitude of this energy can be estimated from
the band shape of the electron transmission spectrum of A.63

Such spectra are not known, but those of benzene and
naphthalene have been reported.64 For these two molecules,λV
is on the order of 0.2 eV.64 It is therefore reasonable to assume
a similar reorganization energy for the acceptors used here.
Similarly, the intramolecular reorganization energy associated
with the neutralization of D•+ can be deduced from the band
shape of the photoelectron spectrum of D, i.e., from the
difference between its vertical and adiabatic ionization potentials,
∆IP.65 As shown in Table 2,∆IP decreases almost continuously
by going from ANL to DEA, which is in agreement with theλV
values obtained from the fit. Amines are known to have a
pyramidal structure around the N atom. However, this structure
is planar in the ionized state, and the reorganization energy
corresponds mainly to this structural change. The extent of
pyramidalization of the N atom in the neutral amine depends
on the size of the substituents. Neutral amines with three bulky
substituents, like triisopropylamine or triphenylamine, are known
to have a planar structure around the N atom.66,67Thus, for such
amines, the reorganization energy upon ionization is small.
Consequently, the decrease of∆IP, and hence ofλV, observed
by going from ANL to DEA might be ascribed to a decrease of
the pyramidalization angle in the neutral amine by going from
H to ethyl substituents.

The decrease ofV with an increasing substitution on the N
atom is probably due to the effect of charge dilution. In the
radical cation, the positive charge becomes more delocalized
as the size of the substituents increases, and the wave functions
involved in the CR are more diffuse in DEA•+ than in ANL•+.
Consequently, the electronic-coupling matrix elementV, which
depends on the overlap of the wave functions of A•- and D•+,
becomes smaller. Such an effect has been invoked in a recent
investigation on the influence of steric crowding on the CR
dynamics within GIPs containing aliphatic amines.68 The
observed decrease ofkBET with the increasing size of the
substituents on the N atom was too large to be entirely explained
by the effect of steric hindrance.

If the substitution of the AMAs has such a strong influence
on kBET, one wonders why this is not also the case with the
MSBs. The∆IP values listed in Table 2 indicate thatλV increases
with the number of methoxy substituents. It is reasonable that,
if each methoxy group undergoes some structural change upon
ionization, the total reorganization energy increases with the
number of groups.

The electronic-coupling matrix elementV can be expected
to decrease with the number of methoxy substituents for the
reason discussed above with the AMAs. With the amines, this
decrease ofV was accompanied by a paralleldecreaseof λV.
With the MSBs, this decrease ofV is predicted to occur with
an increaseof λV.

As was already mentioned above, thekBET values measured
with MSBs lie in the inverted region, and the fit of eq 4 does
not result in very reliable values ofV and λV. At constantλs,
reasonably good fits can be obtained with different sets ofV

TABLE 6: Parameters Obtained from the Fit of Equation 4
to the kBET Data Sorted According to the Donora

A/D
V

(cm-1)
λs

(cm-1)
λV(Shν)

(eV)

A/MSB 137 0.53 0.60 1
88 0.90b 0.41 2
73 1.20b 0.26 3

A/DEA 58 0.90 0.25 4
A/DMA 68 0.87 0.28 5
A/TMPD 80 0.40 0.93 6

89 0.90b 0.42 7
A/MSB-TMPD 92 0.86 0.44 8
A/NMA 73 0.90b 0.36 9
A/ANL 81 0.90b 0.45 10

a The vibrational frequency was fixed at 1500 cm-1. The numbers
in the last column correspond to the calculated curves shown in Figure
5. b λs was fixed at this value during the fit.

S)
λν

hν
(5)
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andλV, with a decrease ofλV being compensated by an increase
of V. Therefore, we think that the single free-energy dependence
observed with the A/MSB pairs is fortuitous. For the reasons
discussed above, theλV value for the A/ANI pairs must be
smaller than that for the A/TMB pairs. However, the resulting
decrease ofkBET in the A/ANI pairs is completely counterbal-
anced by a largerV. This compensation effect does not occur
with the AMAs because bothV andλV decrease with increasing
substitution.

Table 2 shows that the reorganization energy related to the
neutralization of TMPD•+ is very large. This energy is associated
with important structural changes upon ionization. Indeed
resonance Raman studies have revealed that TMPD•+ has a
quinoidal structure.69 This indicates that there is a strong
conjugation of then-electron pairs of the N atoms to theπ
electron of the ring. This effect might be at the origin of the
relatively largeV. Nevertheless, Figure 5D shows that the fit
of eq 4 to thekBET values measured with the A/TMPD pairs is
much poorer that those obtained with other pairs. A possible
reason for this relatively bad fit is that the corresponding GIPs,
especially those with TrCA, TCA, and MAC, are generated in
highly exergonic ET quenching reactions. For TCA/TMPD,
∆GET amounts to-2.11 eV and CR takes place with a time
constant of 1.8 ps. Kaiser and co-workers have shown that the
vibrational cooling time of a molecule in solution increases with
increasing excess excitation energy.70 For example, the vibra-
tional cooling time measured with a dye molecule in ethanol,
excited with 2.1 eV of excess energy, is 6 ps.70 It is thus highly
probable that CR takes place while the ions are still vibrationally
hot. In principle, hot molecules are characterized by a broaden-
ing of the red side of the absorption band. The TG spectra with
A/TMPD pairs exhibit mainly the broad 625 nm band of
TPMD•+. Figure 6 shows intensity-normalized TG spectra
measured with the TCA/TMPD pair at different time delays
after excitation. The TG intensity decreases apparently more
rapidly on the red side of this band. Indeed, the decay time on
the red side is 7.5% shorter than that at the band maximum.
The temperature of a GIP with an excess energy of 2.1 eV can
be estimated to be around 600 K. The effect of temperature on
kBET depends strongly on∆GBET. In the inverted regime, the
temperature dependence ofkBET is small, with BET being
essentially a nonradiative transition. In the barrierless region,
kBET should, in principle, exhibit a slight decrease with increas-
ing temperature.71 Finally in the normal region, the BET is an
activated process, with the barrier height increasing with
diminishing exergonicity. Consequently, the formation of hot
GIPs should only have a marked influence on thekBET values
situated in the normal region, i.e., for BETs which are less
exergonic than about-1 eV. In these few cases, thekBET values

measured here might be larger than those for thermally
equilibrated GIPs.

Electrostatic Interaction. In principle, eq 3 should contain
an additional correction factorC, often called the Coulomb term,
taking into account the energy gained by bringing the two radical
ions at ET distance.56 This term contains a contribution from
the electrostatic interaction and one from the solvation energy,
the relative magnitude of which is still a subject of contro-
versy.72,73 In the case of MAC, the ET quenching is a CS, and
there is no electrostatic stabilization of the ensuing GRP.
Therefore, if this interaction is strong in a GIP,∆GBET for
MAC/D pairs should differ from∆GBET for TCA/D pairs,
although these two acceptors have the same reduction potential.
Table 3 shows that thekBET values measured with MAC/D and
TCA/D pairs do not differ substantially. The free-energy
dependencies ofkBET are comparable, with the fastest BET
occurring at ∆GBET ≈ -1.40 eV. There are two possible
explanations for this similarity: (1) The electrostatic interaction
is small, and thus∆GBET(MAC/D) ≈ ∆GBET(TCA/D) ( 0.1
eV. (2) The electrostatic interaction is substantial, and∆GBET-
(MAC/D) < ∆GBET(TCA/D). However, the effect of this
difference onkBET is compensated by a change ofλs, with ∆GBET

+ λs remaining constant. The electrostatic stabilization in a GIP
composed of a benzophenone anion and DABCO•+ has been
determined to amount to-0.18 ( 0.08 eV in ACN.74 A
difference inλs cannot be ruled out, although the theoretical
expression forλs, based on the continuum dielectric model,
predicts the same reorganization energy for both CR and CS.
However, if one considers the molecular nature of the solvent,
the reorganization energy associated with the creation or
annihilation of a positive charge might be different from that
associated with the creation or annihilation of a negative charge.

Comparison with Other Investigations. The above discus-
sion shows that the free-energy dependence of CR within the
GIPs investigated here can be discussed reasonably well in terms
of the Marcus theory of nonadiabatic ET, once the rate constants
have been sorted according to the structure of the reactants.
Thus, the free-energy dependence is apparently similar to that
reported for CR within SSIPs. However, the parametersV and
λV are markedly different: (1) The electronic coupling matrix
elementsV are substantially larger than the value normally found
for SSIPs, between 10 and 20 cm-1.5,7,19,20,75Consequently, the
rate constants measured here in the barrierless regime are faster
by more than 1 order of magnitude than those reported for
SSIPs. (2) The solvent reorganization energy,λs, found here is
substantially smaller than that found for SSIPs, whereλs is
typically on the order of 1.5 eV.5-7,20,28,75This difference cannot
be ascribed to the high donor concentration used here. Even
with a concentration of 1 M, the donor to ACN concentration
ratio ranges from 5.8% with ANL to 6.2% with TMPD. From
the volume ratios of D and ACN and their static dielectric
constant,εs, and under the assumption that the donor/solvent
mixture behaves ideally, the dielectric constant of the solution
goes from 34.2 with ANL to 31.2 with TMPD. The polarity
function ofλs is of the formn-2 - εS

-1, wheren is the refractive
index. Therefore, the effect of the relatively high donor
concentration on this polarity function and onλs is negligibly
small.

BET rate constants as large as those observed here have
already been reported for CR within CIPs generated by CT
excitation of the ground-state complex, indicating similar
coupling constants.24,76 Moreover, according to Gould and co-
workers,λs associated with CR in CIPs can be expected to be
smaller than that for SSIPs.12 These observations support the

Figure 6. Intensity-normalized TG spectra measured with TCA/TMPD
at various time delays after excitation.
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assumption that the GIPs generated upon ET quenching with
high donor concentrations are indeed CIPs.

The free-energy dependence of CR in CIPs reported in the
literature is weaker than that predicted by the Marcus theory
for the inverted region.24,29-31,77One explanation to account for
this effect is that the variation of∆GBET obtained by going from
one CIP to another is accompanied by a systematic change of
V and/orλ.31 Our results support this hypothesis. The choice of
A/D pairs is more limited when forming CIPs by CT excitation
than when preparing them by static ET quenching. Such a
variation ofV andλ is difficult to detect when working with a
reduced number of A/D pairs. For example, the free-energy
dependence ofkBET measured here with TrCA/D pairs is almost
flat between-2 and-0.9 eV!

Nevertheless, it should be noted that the CIPs formed by static
ET quenching may be somewhat different from those generated
by CT excitation. These differences may explain why thekBET

values measured here in the low exergonicity region (∆GBET >
-1 eV) are smaller than those reported by Asahi and Mataga
for CIPs formed by CT excitation.24

The CIPs formed by CT excitation may have tighter structures
than those formed by static ET quenching. In binary crystals,
the interplanar distance between the constituents of such a
complex is around 3.5 Å.78 If a similar geometry is assumed in
liquids, the resulting interionic distance in the CIPs must be
very short. The situation might be different for static ET
quenching, where a distribution of the mutual orientations of
the ions may be present.

The CIPs composed of strong A and D are formed with more
excess energy upon static ET quenching than upon CT excita-
tion. If we consider the model proposed by Frantzusov and
Tachiya to explain the absence of a normal region for CR of
CIPs,32 a large excess energy requires a substantial cooling of
the CIPs before reaching the bottom of the upper adiabatic
surface, where the transition to the ground adiabatic surface,
i.e., the CR, is the most efficient.

Finally, it should not be forgotten that the above analysis
assumes that CR takes place in one type of GIPs only, namely,
within the CIPs formed by static ET quenching. As mentioned
above, this assumption is based on the observation of a single-
exponential decay of the GIP population. However, CR in both
CIPs and SSIPs cannot be completely ruled out. In this case,
the single-exponential decay would indicate that CR in both
CIPs and SSIPs takes place in similar time scales, and
consequently, the extraction of the individual rate constants is
no longer possible. However, the rate constant of separation of
a CIP to a SSIP, often calledksolv, has been reported to vary
between 2× 108 and 1× 1010 s-1.79 Because this is significantly
smaller than most of thekGIP values measured here (at least 39
of the 46 GIPs), the BET distance must be essentially the same
as the ET quenching distance. Even if the analysis is performed
with these 39 pairs only, the trends remain qualitatively the
same.

Conclusions

From the above discussion, it appears that the GIPs generated
upon static ET quenching of A* in the presence of high
concentrations of D are closer to CIPs than to SSIPs. The free-
energy dependence of CR within these GIPs can be discussed
reasonably well in terms of the Marcus nonadiabatic ET theory
if the BET rate constants are sorted according to the electron
donor. The structural differences between these donors are large
enough to lead to different electronic coupling constants and
reorganization energies. On the other hand, such differences are

apparently not as marked with the electron acceptors, which
are all large and rigid aromatic hydrocarbons. Nevertheless,
small variations ofV andλ by changing the acceptor cannot be
excluded.

Although BETs at free energies of up to-0.6 eV have been
measured, the normal region was not really observed. In this
region, however, the measured rate constants are smaller than
those reported for CIPs generated by CT excitation. A detailed
investigation on the effect of the excitation wavelength on CR
dynamics in this low exergonicity regime is planned.
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